A practical guide for combining data to model species distributions
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Abstract. Understanding and accurately modeling species distributions lies at the heart of many problems in ecology, evolution, and conservation. Multiple sources of data are increasingly available for modeling species distributions, such as data from citizen science programs, atlases, museums, and planned surveys. Yet reliably combining data sources can be challenging because data sources can vary considerably in their design, gradients covered, and potential sampling biases. We review, synthesize, and illustrate recent developments in combining multiple sources of data for species distribution modeling. We identify five ways in which multiple sources of data are typically combined for modeling species distributions. These approaches vary in their ability to accommodate sampling design, bias, and uncertainty when quantifying environmental relationships in species distribution models. Many of the challenges for combining data are solved through the prudent use of integrated species distribution models: models that simultaneously combine different data sources on species locations to quantify environmental relationships for explaining species distribution. We illustrate these approaches using planned survey data on 24 species of birds coupled with opportunistically collected eBird data in the southeastern United States. This example illustrates some of the benefits of data integration, such as increased precision in environmental relationships, greater predictive accuracy, and accounting for sample bias. Yet it also illustrates challenges of combining data sources with vastly different sampling methodologies and amounts of data. We provide one solution to this challenge through the use of weighted joint likelihoods. Weighted joint likelihoods provide a means to emphasize data sources based on different criteria (e.g., sample size), and we find that weighting improves predictions for all species considered. We conclude by providing practical guidance on combining multiple sources of data for modeling species distributions.
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INTRODUCTION

Understanding species distributions is essential to ecology, evolution, and conservation biology. In this context, species distribution models (SDMs) are often used to understand environmental relationships and predict species distributions in both environmental and geographic space (Elith and Leathwick 2009). These models have been used to project potential effects of climate change (Case and Lawler 2017), identify areas with high risk of invasion by exotic species (Palao et al. 2013) or land clearing for energy production (Evans et al. 2010), improve biological inventories (Raxworthy et al. 2003), understand niche conservatism (Wiens et al. 2010), and guide a variety of conservation decisions (Guisan et al. 2013).

The usefulness of species distribution models can nonetheless be limited by the data used in model building, which often contain relatively limited information and several sources of bias (Norris 2004, McCarthy et al. 2012). Common sources of species data include presence–only, presence-absence, and abundance data, which can arise from either planned surveys or opportunistic sampling. Each of these data sources has potential strengths but each can also have observation errors (e.g., presence-absence data may be better described as “detection–nondetection” data in some cases; MacKenzie et al.
which we address below. Presence-only data, which often come from opportunistic sampling based on museum specimens, biological inventories or some citizen science programs, are frequently used for modeling species distributions (Graham et al. 2004, Dickinson et al. 2010). Such data are useful because they typically capture a large spatial extent, are readily available, and sometimes include a large amount of data; however, they often suffer from three key issues. First, sample selection bias is common (Phillips et al. 2009, Fourcade et al. 2014) where opportunistic sampling occurs in areas that are easily accessible (e.g., near roads). Second, imperfect detection in areas that are visited can arise, and there is often limited information to account for this issue (Hefley et al. 2013). Third, because absences are not available, only measures of relative suitability/probability can typically be modeled (but see Dorazio 2012, Royle et al. 2012). In contrast to presence-only data, presence–absence and abundance data are often the target of more rigorous planned surveys. Planned surveys may be less affected by sample selection bias and are frequently designed to estimate detection probabilities (Rota et al. 2011, Lawson et al. 2014), such that absolute probabilities of occurrence or estimates of abundance are often possible. However, data from planned surveys frequently suffer from small amounts of data and limited geographic extent in comparison to opportunistic, presence-only data.

To improve our understanding of species distributions, it is tempting to combine multiple data sources when modeling species distributions. Indeed, combining multiple data sources for modeling species distributions has increased substantially in recent years (Fig. 1). In these situations, data are combined for a variety of reasons. For instance, the amount of data on species locations may be limited in planned surveys, particularly for rare species, such that data sources are sometimes pooled to increase sample size (Fletcher et al. 2016). Increasingly available “big data” sets in ecology may provide opportunities in this way (e.g., La Sorte et al. 2018). In addition, some data sources may have biases that can be alleviated by combining a second data source that does not contain the same limitations (Dorazio 2014). Despite this increasing interest, appropriately combining multiple data sources can be challenging because each data source typically has different assumptions and biases, and each may provide different information on species distribution. Recent advances in species distribution modeling have focused on how to better integrate these different sources of data to make more reliable predictions and statistical inference (Dorazio 2014, Fithian et al. 2015, Talluto et al. 2016, Pacifici et al. 2017).

Here, we review and synthesize approaches for combining multiple sources of data to identify environmental relationships and predict species distributions. We then illustrate the implementation of combining data using an example that couples planned survey data on 24 bird species with eBird data collected by citizen scientists (Sullivan et al. 2014) in the southeastern United States. This example highlights ways in which integrated species distribution models may be useful, but also emphasizes some potential challenges to combining data. We conclude by providing practical guidance for combining data in species distribution modeling.

A diversity of approaches to combining data in species distribution models

We reviewed articles to determine how multiple types of data have been combined within species distribution models. We focused on models that use disparate sources of information collected at different localities across a region of interest that are then combined to model species distributions. Other approaches have combined data at the same locations to estimate occupancy and abundance better by using different sources of information on detectability (e.g., Miller et al. 2011, Hefley et al. 2015, Zipkin et al. 2017). These approaches have either not focused on mapping species distributions or do not link different types of distribution data collected across space, so we do not focus on them here. However, much of what we discuss is relevant to these and other models that combine data sources.

**Methods.**—We compiled articles within the ISI Web of Science on January 19, 2018 by using a search phrase that captures several terms for combining data: (“informative prior” or “pool” data or “data pool” or “integrate” data or “data integrat” or “data combin” or “multiple data” or “data fusion” or “integrated” or “integrates”) and (“species” or “animal” or “plant”) and (“distribution model” or “occupancy model” or “abundance model” or “integrated data model” or “hierarchical Bayes”). This search resulted
in 353 articles. We consider these articles to be a representative sample of data integration within species distribution modeling, but acknowledge that this search likely did not capture all articles on this topic.

We retained all articles within this search that used 2+ data sources on species distribution for the response variable within a species distribution model (N = 155). Species distribution data included presence-only, presence–absence, abundance, and density data, with and without information on observation errors (e.g., imperfect detection and/or misidentification). For example, we use the term “presence–absence data” as a general term to reflect situations where observations errors may or may not have occurred.

With these articles, we then compiled information on how data were combined to model species distributions. Information included whether data sources were treated differently in modeling or were simply pooled, the steps of modeling (e.g., sequential or simultaneous modeling of data sources), whether data sources were considered as response variables only or response and predictor variables, whether sample design and/or potential bias of each data source was considered, and the overarching modeling frameworks used (e.g., hierarchical modeling).

Results.—From the sample of articles, there were five common approaches to combining data (Fig. 2). First, the most common approach was simply to pool data without regard to data source and/or sampling issues (Palaoro et al. 2013), or through post hoc criteria for pooling data (Underwood et al. 2010). This approach accounted for 73% of all articles that combined data. Second, separate, independent models were sometimes built from different data sources, and then predictions were combined or compared (e.g., ensembles; 11% of articles; Douma et al. 2012, Case and Lawler 2017). Third, in some cases (8% of articles), models were developed for one data source with a second auxiliary data source (1% of articles; Marcantonio et al. 2016, Talluto et al. 2016). Fourth, in a Bayesian context, one data source may be used to derive informed priors for model building, commonly through the use of a covariate or offset (Merow et al. 2016, Regos et al. 2016). Finally, formal data integration was implemented (9% of articles), where explicit data models were developed for each data source and combined to estimate model parameters through the use of joint likelihoods (i.e., the product of individual likelihoods for each data source). We describe these models as “integrated species distribution models” (ISDMs) (Fletcher et al. 2016, Koshkina et al. 2017).

Contrasting approaches for combining data

Approaches for combining data vary in their ability to account for sampling issues, to connect different response variables between data sources, and to account for uncertainty (Table 1). To highlight these differences, we first describe inhomogeneous point process (IPP) models for modeling species distributions (Warton and Shepherd 2010). Several algorithms used for modeling species distributions (e.g., logistic regression, Maxent, boosted regression trees) can be viewed as estimating, with varying degrees of accuracy, parameters of an IPP (Warton and Shepherd 2010, Aarts et al. 2012, Renner and Warton 2013, Renner et al. 2015). In addition, different sources of data, including presence-only, presence–absence, and abundance data, can be formally connected in the context of IPP models (Miller et al. 2019). These connections facilitate understanding the benefits and limitations of different ways to combine multiple sources of data.

The IPP species distribution framework.—As a data-generating mechanism, a realization (i.e., random draw) from an IPP generates random points in geographic space. The IPP is a natural choice to model a species distribution using idealized data (e.g., exact coordinates of individuals, perfect detection, known sampling area) and it provides a well-grounded foundation for extensions to less-ideal data. The probability density function of a realization from an IPP is

\[
    f(n, s_1, \ldots, s_n) = \frac{e^{-\int \lambda(s)ds}}{n!} \frac{\left( \int \lambda(s)ds \right)^n}{n! \prod_{i=1}^{n} \int \lambda(s)ds},
\]

which simplifies to

\[
    e^{-\int \lambda(s)ds} \prod_{i=1}^{n} \lambda(s_i),
\]

where \(s_i\) is a vector that contains the coordinates of the \(i^{th}\) individual location. The spatially varying intensity function \(\lambda(s)\) controls the expected number and location of the random points within the study area \(S\). An important quantity in Eq. 1 is the integrated intensity function, \(\int \lambda(s)ds\), which can be used to show the connection between exact point locations (presence-only data) and grid-based locations (presence–absence and abundance data).

Regression-type models (e.g., Poisson regression) can then be constructed by assuming (1) a probability distribution for the response variable and (2) a deterministic relationship between predictor variables (covariates) and the expected value of the response variable. The IPP can be formulated as a regression model by assuming the intensity function depends on location-specific covariates \(x(s)\) (i.e., the covariates at location \(s\)) as

\[
    \log(\lambda(s)) = \beta_0 + x(s)^T \beta,
\]

where \(\beta_0\) is the intercept and \(\beta \equiv (\beta_1, \ldots, \beta_p)^T\) is a vector of regression coefficients associated with the \(p\) covariates. We note that these covariates can reflect conditions
at $s$ or within the neighborhood of $s$ using a buffer or kernel to summarize covariates (e.g., McCarthy et al. 2012, Chandler and Hepinstall-Cymerman 2016).

The connection between presence-only data, which tend to be the exact coordinates of where individuals occurred, and presence–absence and count data, which tend to be assigned to grid cells, can be understood by using a statistical technique known as the change of support (Cressie and Wikle 2011, Pacifici et al. 2019). The support of a probability distribution is the set of all random values that can be generated. For example, the support of the Poisson distribution is the set of all non-negative integers: \{0, 1, 2, \ldots, \infty\}. The support of the IPP in Eq. 1 is the infinite set of all possible locations within the study area ($S$). In contrast, the support of count data is limited to a finite number of grid cells where the random variable is the number of points within each cell. The IPP can be formally connected to count data by changing the support from a continuous spatial support to a discrete spatial support. By applying a change of support, the number of points ($y_j$) contained within the $j^{th}$ grid cell ($A_j$) becomes a Poisson random variable
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Fig. 2. Combining data for predicting species distributions. Across 353 articles reviewed, (a) there were five general approaches to combining data. First, simple pooling occurred, where different data sources were combined and a single model was fit. Second, independent distribution models were fit to different data sources and results were combined, either through ensemble techniques or through masking/clipping. Third, auxiliary data (not directly species occurrence or abundance) were used in modeling building, typically through the use of covariates or offsets. Fourth, one data source was used to create an informative prior for modeling the primary data source in a Bayesian modeling framework. Finally, multiple data sources were formally integrated by developing separate data models for each source that could then be combined, typically through the use of joint likelihoods. (b) The overall frequency of each approach and (c) the frequency of each approach over time.
Simple pooling.—Pooling of data is common when using count data to model species distributions, as we shall see below. Benefits and limitations of different approaches for combining data sources in the modeling process. Although simple pooling can be helpful to increase the number of point occurrences used for modeling, data sources often vary in their sampling designs, types of bias, and response variables with different attributes (e.g., variation in spatial or temporal support, or the variation in spatial grain and time frame of samples), such that simple pooling may be of limited value.

When presence-only, presence–absence or count data are pooled, it is not clear which distribution should be used to model the combined data. For example, if presence-only data and count data are indiscriminately pooled, then either the Poisson distribution or the IPP could be chosen; however, both require ad hoc manipulation of the data. To use the IPP for count data, one must deaggregate counts and assign the points within each grid cell to a spatial location, thus generating location error (Hefley et al. 2017). Conversely, to use the Poisson distribution one must assign the exact locations contained within the presence-only data to a grid cell (of potentially arbitrary size), which can lead to unwarranted conclusions when the inference at the location of individuals differs from the inference at the grid cells (Hefley et al. 2017).

Combining independent models.—Species distribution modeling has a long history in combining or contrasting predictions from different models. For instance, ensemble modeling techniques are frequently applied to combine predictions from different modeling algorithms (Araújo and New 2007). With respect to multiple data sources, the focus is on developing independent models for each data source and then combining them in some way. This two-step process can be useful for understanding how different data sources can vary in terms of statistical inference and predictions. However, independent models do not allow for “sharing” of information across data sources to estimate parameters more accurately. In addition, it is difficult to combine parameter estimates formally. For example, count data may be modeled using Poisson regression, whereas the IPP may be used to model presence-only data. Both Poisson regression and the IPP model can be used to estimate coefficients, but unless the models have a common spatial support (i.e., the same spatial resolution) the coefficients are not directly comparable. Unless the change of support is applied, Poisson regression explains how the expected abundance among grid cells changes because of spatial covariates, but coefficient estimates are scale dependent and inference is only valid for the spatial resolution of the grid cells. IPP regression coefficients, however, explain how the intensity function (a continuous function with infinite resolution) varies over continuous space, which can be linked to abundance at any spatial resolution. Because the spatial scale of inference differs, comparisons of parameters and statistical inference between the two models should be avoided.

Using auxiliary data.—The use of auxiliary data has been commonly applied in two ways. First, some models have included one species as a covariate to explain the

$$y_j \sim \text{Poisson} \left( \int_A \lambda(s) ds \right),$$

(3)

where the expected number of points is $\int_A \lambda(s) ds$. Presence–absence data are related to count data by recording the grid cells where $y_j = 0$ or $y_j > 0$. This can be accomplished using a well-known relationship between Poisson and Bernoulli random variables

$$I(y_j > 0) \sim \text{Bernoulli} \left( 1 - e^{-\int_A \lambda(s) ds} \right),$$

(4)

where $I(y_j > 0)$ is an indicator function that takes on a value of 1 if the species is present and 0 if the species is absent.

Because the IPP can be used to describe several distribution modeling frameworks and provides a means to relate different response variables (Eqs. 3 and 4), the IPP and its extensions provide a formal means to compare the benefits and limitations of different approaches for combining data to species distributions, as we shall see below.

Simple pooling.—Pooling of data is common when using opportunistic presence-only data that are collated from different sources (e.g., museum specimens, biological inventories; Domisch et al. 2016). In these situations, different data sources are combined to model species distribution without explicit acknowledgement of the data sources in the modeling process. Although simple pooling can be helpful to increase the number of point occurrences used for modeling, data sources often vary in their sampling designs, types of bias, and response variables with different attributes (e.g., variation in spatial or temporal support, or the variation in spatial grain and time frame of samples), such that simple pooling may be of limited value.

When presence-only, presence–absence or count data are pooled, it is not clear which distribution should be used to model the combined data. For example, if presence-only data and count data are indiscriminately pooled, then either the Poisson distribution or the IPP could be chosen; however, both require ad hoc manipulation of the data. To use the IPP for count data, one must deaggregate counts and assign the points within each grid cell to a spatial location, thus generating location error (Hefley et al. 2017). Conversely, to use the Poisson distribution one must assign the exact locations contained within the presence-only data to a grid cell (of potentially arbitrary size), which can lead to unwarranted conclusions when the inference at the location of individuals differs from the inference at the grid cells (Hefley et al. 2017).

Combining independent models.—Species distribution modeling has a long history in combining or contrasting predictions from different models. For instance, ensemble modeling techniques are frequently applied to combine predictions from different modeling algorithms (Araújo and New 2007). With respect to multiple data sources, the focus is on developing independent models for each data source and then combining them in some way. This two-step process can be useful for understanding how different data sources can vary in terms of statistical inference and predictions. However, independent models do not allow for “sharing” of information across data sources to estimate parameters more accurately. In addition, it is difficult to combine parameter estimates formally. For example, count data may be modeled using Poisson regression, whereas the IPP may be used to model presence-only data. Both Poisson regression and the IPP model can be used to estimate coefficients, but unless the models have a common spatial support (i.e., the same spatial resolution) the coefficients are not directly comparable. Unless the change of support is applied, Poisson regression explains how the expected abundance among grid cells changes because of spatial covariates, but coefficient estimates are scale dependent and inference is only valid for the spatial resolution of the grid cells. IPP regression coefficients, however, explain how the intensity function (a continuous function with infinite resolution) varies over continuous space, which can be linked to abundance at any spatial resolution. Because the spatial scale of inference differs, comparisons of parameters and statistical inference between the two models should be avoided.

Using auxiliary data.—The use of auxiliary data has been commonly applied in two ways. First, some models have included one species as a covariate to explain the

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Simple pooling</th>
<th>Independent models</th>
<th>Auxiliary data</th>
<th>Informed priors</th>
<th>Integrated models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Can account for different sampling issues</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Can account for variation in spatial or temporal support among data</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Can account for uncertainty from both data sources</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Can allow for different predictors for each data source</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sequential vs. simultaneous modeling of data sources</td>
<td>Simultaneous</td>
<td>Sequential</td>
<td>Sequential</td>
<td>Sequential</td>
<td>Simultaneous</td>
</tr>
</tbody>
</table>
distribution of another species (Araújo and Luoto 2007, Trainor and Schmitz 2014). Second, some modeling approaches have included secondary data to inform modeling the species of interest (e.g., range maps; Merow et al. 2017). This latter approach has varied considerably. For example, Petitpierre et al. (2016) used information from a global SDM to inform background (pseudoabsence) point selection for a local SDM. Merow et al. (2016) linked prior sources on the relative rate of observing a species occurrence and dispersal-related information data by including it as an offset term in the IPP (Eq. 2). This relationship provides a straightforward means to incorporate auxiliary data. But, similar to combining independent models, it is often unclear how variation in the spatial or temporal support of the data can be accounted for when modeling the primary data source.

Incorporating informed priors.—The use of informed priors in ecological models has been suggested for many years (Ellison 1996), although in practice it has rarely been implemented when combining data for species distribution modeling, where only 1% of the articles we reviewed used this approach (Fig. 1). In this case, one source of data is used to provide a prior distribution for one or more parameters when modeling the second data source. Using informed priors requires that the model for the first set of data (used to obtain the prior) has the same parameters as the model for the second source of data. For example, a prior derived from Poisson regression of counts should not be used as a prior for IPP regression with presence-only data (unless the change of support was used for the Poisson regression model). Using informed priors is similar to the use of joint likelihoods in integrated models (Pawitan 2001; see Integrated distribution models). For instance, when using informed priors, the posterior distribution is proportional to the product of the likelihood for the second source of data and the prior, which is technically equivalent (in a Bayesian paradigm) to the use of joint likelihoods as the product of two component likelihoods based on each data source (see Integrated distribution models). Practical differences include that in this case the approach is sequential and requires priors for all parameters, whereas with the use of joint likelihoods estimation is simultaneous and need not use priors (Table 1).

Integrated distribution models.—Integrated species distribution models (ISDMs) have focused on two ways in which different types of distribution data can be formally combined. First, models have integrated coarse-grain data, such as atlas data, with fine-grain data to downscale predictions of models (Keil et al. 2014). Second, models have been developed to link data of differing quality of information and amount, with a focus on linking presence-only data with other data sources to address known limitations of this data type (Dorazio 2014, Fithian et al. 2015). Overall, this approach has several desirable characteristics (Table 1) and has been shown to improve estimates of environmental relationships and predictions of species distributions (Appendix S1: Table S1), so we provide more detail on this approach.

Models that integrate coarse-grain and fine-grain data aim to link presence–absence or count data being collected at different scales. For example, Keil et al. (2014) developed a model that links coarse-scale gridded atlas data with fine-scale points. The IPP framework can be used to link data of differing resolutions in this way. Let \(a_i\) be presence–absence data collected at \(i = 1, 2, \ldots, n_a\) coarse-grain grid cells and let \(b_j\) be presence–absence data collected independently of \(a_i\) at \(j = 1, 2, \ldots, n_b\) fine-grain grid cells. Separate (independent) binary regression models for each scale could be proposed as follows:

\[
a_i \sim \text{Bernoulli} \left(1 - e^{-\lambda_i(s)b_i} \right), \tag{5}
\]

\[
b_j \sim \text{Bernoulli} \left(1 - e^{-\lambda_j(s)b_j} \right), \tag{6}
\]

where \(A_i\) and \(B_j\) are the grid cells associated with \(a_i\) and \(b_j\), respectively. Parameters associated with the intensity functions, such as the regression coefficients \(\beta\) in Eq. 2, can be estimated using standard techniques, such as maximum-likelihood estimation.

Because the models for both coarse-grain and fine-grain data (Eqs. 5 and 6) share a continuous spatial support, parameters associated with the intensity function, such as the regression coefficients \(\beta\) in Eq. 2, are directly comparable. Independent estimation, however, does not enable “sharing” of information across data sources to estimate regression coefficients more accurately. Simultaneous estimation remedies this problem, and the likelihood function provides a means for integrating two or more statistical models that share common parameters (Pawitan 2001).

Successful use of multiple sources of data requires carefully considering not only the spatial support, but also the differences in data collection methods. For example, when combining presence–absence data from planned surveys with presence–only locations obtained from opportunistic surveys, it is important to consider bias that may result from spatially heterogeneous search effort. To appropriately combine presence–absence data with presence–only data, Fithian et al. (2015) proposed the following model:

\[
a_i \sim \text{Bernoulli} \left(1 - e^{-\lambda_i(s)b_i} \right), \tag{7}
\]

\[
y \sim \text{IPP}(\lambda(s)/b(s)), \tag{8}
\]

where \(\lambda(s)/b(s)\) are the grid cells associated with \(y\) and \(b\), respectively.
where \( a_i \) is the presence–absence data collected at grid cell \( A_i \), and \( y \) is a matrix that contains the coordinates of the exact locations of the \( j \)th individuals. The number of locations of presence-only data may depend on location-specific factors that influence search effort (e.g., distance to nearest road). To account for this issue, Fithian et al. (2015) included a spatially varying thinning function \( b(s) \) that allows for the possibility of some individuals being missed (when \( b(s) < 1 \)) or counted more than once (when \( b(s) > 1 \); see also Dorazio 2014). Similar to the intensity function, \( b(s) \) may depend on covariates. The Fithian et al. (2015) model can also accommodate count data by replacing Eq. 7 with Eq. 3.

In many situations, both data sources are observed with error. For example, it is common that presence–absence data from planned surveys are contaminated with false-negative errors. There is a large literature on models that account for the data collection process (termed “observation models” or “data models”) when modeling presence–absence or count data, which include the well-known occupancy and N-mixture models (MacKenzie et al. 2002, Royle 2004). Models that account for the data collection process are often expressed hierarchically and include a level for the unobserved true presence–absence or counts. The true counts are typically modeled with a Poisson distribution; thus Eq. 3 can be used. Similarly, the true presence or absence can be modeled with Eq. 4. This approach combines presence-only data with abundance and/or presence–absence data, but it also explicitly accounts for imperfect detection (Dorazio 2014, Koshkina et al. 2017).

Once models are formulated for each data source, the joint likelihood for the integrated model is the product of the of the component likelihoods:

\[
L(\beta, \theta) = \prod_{m=1}^{M} L_m(\beta, \theta_m),
\]  

where \( \beta \) are shared parameters (among component likelihoods) explaining \( \lambda(s) \) of the IPP and \( \theta_m \) are parameters associated with the observation process of the \( m \)th data set (e.g., probability of detection for presence–absence data) and are typically not shared. Combining likelihoods using the product requires the assumption of independence among the data sets; however, this assumption could be relaxed (Pawitan 2001).

This framework is quite flexible and many extensions have been considered (Appendix S1: Table S1). For instance, Fithian et al. (2015) applied regularization to the parameter estimation of their model and noted that inclusion of basis functions, such as splines, would be straightforward to implement. Regularization is a method to reduce overfitting and perform model selection, which often increases predictive performance of species distribution models (Gaston and Garcia-Vinas 2011). Pacifi et al. (2017) developed a similar framework that also accounted for spatial dependence through the use of a conditional autoregressive structure, which is another common issue that arises in species distribution models that may affect inferences on a wide variety of problems (Fletcher and Fortin 2018). Giraud et al. (2016) applied a similar set of ideas to model entire communities of species.

An illustration with breeding birds across the Southeastern United States

To illustrate the use of combining data in distribution models, we link data from planned surveys on bird communities in managed forests across the southeastern United States with eBird data. The motivation for these planned surveys was to understand how variation in forest management impacts bird communities, with a focus on forest management practices being considered for bioenergy production (Gottlieb et al. 2017). Reliable estimates of bird occurrence were needed to understand effects of land-use change from bioenergy, which were investigated in detail in Gottlieb et al. (2017). However, there was also interest in making projections of potential effects across the region, given the potential for large-scale land-use changes arising from an increase in bioenergy in the southeastern United States (Galik and Abt 2016). Here, we focus on using these data to project species distributions across the region; see Gottlieb et al. (2017) for inferences on bioenergy.

Methods.—We sampled birds at 78 sites across three breeding seasons, April–July, 2013–2015 (Fig. 3a). Sampling occurred in slash (Pinus elliottii) and loblolly (Pinus taeda) pine plantations and mature, naturally regenerated longleaf (Pinus palustris) pine savannas among three geographic strata within the Southeastern Plains and Southern Coastal Plains ecoregions in Florida, Georgia, and Alabama. At each site, we surveyed birds along two, 200 × 100 m transects between April 1 and June 30 of each year. Each transect was surveyed on three sampling visits separated by approximately 4 weeks, with each transect being surveyed twice on each visit to account for variation in imperfect detection. Here, we pooled information from the two surveys within each visit, such that our detection history included three samples per site. These data can be modeled with a scale-invariant occupancy model of Koshkina et al. (2017), which adjusts the general occupancy model (MacKenzie et al. 2002) with Eq. 4. See Appendix S1 for more details.

Our second data source came from eBird (Sullivan et al. 2014). eBird records include the time, date, and location of bird observations. eBird data can potentially be modeled in two ways. First, data can be modeled assuming it provides presence-only information. Second, data can be modeled as presence-absence data (or more appropriately, “detection-nondetection” data), because much of the eBird data includes a complete “checklist” of all species on the survey. Here, we treat eBird...
observations as presence-only data. We downloaded eBird data for species locations from April to June, 2013–2015, the time period of planned surveys (Fig. 3b). We only considered eBird locations within 100 km of the planned surveys occurring during the sampling year. We selected 100 km because biomass for bioenergy is expected to be extracted within approximately 75–100 km from biomass plants (Evans et al. 2013). Using this extent resulted in 120,484 observations across the species considered, with sample size varying from 1,400 to 11,900 per species. These data were then considered using the IPP model with a spatially varying thinning function (Eq. 8).

We fit independent SDMs and contrast these models to an ISDM. We fit models to 24 species of birds (all species that were detected in ≥25% of planned surveys; Appendix S1: Table S2). We chose this cutoff to allow for adequate estimation of the influence of covariates that may affect both occupancy and detection probability in point transect data, which suffered from relatively small sample sizes in comparison to the eBird data. For our presence-only model, we generated quadrature (i.e., background) points by overlaying a 2-km grid across the study area (n = 46,573 points; Renner et al. 2015). Our integrated model used a joint likelihood to combine the presence-only and site-occupancy models (Eq. 9).

Different data sets may vary substantially in sample size as ours do here. This may lead to the larger-sized data set dominating the results because the integrated joint log-likelihood function is additive (Eq. 9), such that the larger data set contributes more to the joint likelihood. Data weighting is a potential solution for possible bias arising from variation in the quality and amount of different data sources used in integrated models (Francis 2011). To address this potential issue, after fitting the ISDM we altered it to include a weight, w, on the joint likelihood function as:

$$\log(L(\beta, \theta)) = w \log(L_{po}(\beta, \theta_{po})) + (1 - w) \log(L_{pa}(\beta, \theta_{pa})), \quad (10)$$

where $0 < w < 1$, such that $w = 0.5$ would be equivalent to no weighting. We profiled across values of $w$ (ranging from 0.005 to 0.995) for each species and assessed the utility of different weights using three-fold block validation (see below; Wang and Zidek 2005).

For ISDMs, we considered several covariates. We used the 2011 National Landcover Dataset (Homer et al. 2015) to calculate the proportion of forest (pooling deciduous, mixed, and conifer forest categories) and agriculture in the landscape, calculated at a 1-km buffer scale (we initially considered 0.5–5 km scales, but scales were highly correlated; Fletcher and Fortin 2018), as well as Easting and Northing coordinates (s) calculated from the center of transects for detection data. In general, we expected that the proportion of forest would have positive effects on most-species, and the proportion of agriculture would have negative effects. We included Easting and Northing coordinates to accommodate broad-scale spatial variation in species distributions across the region. For sample selection bias in eBird data, we consider distance to urban areas (Fig. 3c). For imperfect detection, we considered a linear effect of date (1 = Jan 1; 365 = Dec 31). Prior analysis of point transect data provided little support for nonlinear effects of date on detectability (only 1 of 31 species in Gottlieb et al. 2017 had a nonmonotonic relationship of date), so we only included a linear effect here. All covariates were centered and scaled for analysis.

We evaluated the utility of models with the use of threefold block validation (Wenger and Olden 2012), where we built models with two of the geographic regions considered and predicted onto a third region not considered in model building (where we partitioned both
data sources). We assessed predictive accuracy using the area under the ROC curve (AUC) statistic and block-validated log-likelihoods (Fithian et al. 2015). AUC is a commonly used statistic for model discrimination, whereas block-validated log-likelihoods better capture model calibration (Lawson et al. 2014). Models were implemented using the code provided in Koshkina et al. (2017), extended to account for data weighting (Eq. 10).

Results.—When contrasting parameter estimates among models for 24 species, four general patterns emerged. First, eBird data showed strong evidence of sample selection bias, where coefficients for distance from urban areas were significantly negative for all 24 species (Fig. 4a; Appendix S1: Table S3). Second, numerical maximization algorithms did not converge for site-occupancy models of four species (blue grosbeak, pileated woodpecker, downy woodpecker, mourning dove; see Appendix S1: Table S2 for scientific names), although integrated models did converge for these species (Appendix S1: Tables S4, S5), thereby allowing inference on these species. Third, integrating data sets improved the precision of parameter estimates relative to occupancy models (Fig. 4b), although precision did not increase relative to presence-only models (Fig. 4a). In addition, for parameters that did not have shared information between data sets, such the use of distance to urban areas as a spatial sample bias covariate in presence-only data and date as a detectability covariate, estimates and associated uncertainty tended to be similar between integrated models and each independent model (Fig. 4). Fourth, estimates from the integrated models were largely driven by the abundant presence-only data when weighting was not explicitly considered (Fig. 4a). This effect became more severe as the amount of eBird data increased, where parameter estimates of the ISDM tended to shrink toward the estimates from the presence-only IPP model (Fig. 4 inset).

Given that the integrated joint log-likelihood function is additive (Eq. 9), the component from the eBird IPP

---

Fig. 4. Parameter estimates (+95% CI) for integrated models are largely driven by abundant presence-only data. Shown are comparisons of (a) presence-only point process (IPP) and (b) site-occupancy models to integrated models (ISDMs), focusing on differences in parameter estimates for the proportion of forest and agriculture within 1 km, distance to urban areas (a sampling bias covariate), and date (a detectability covariate). Insets show the difference between integrated and presence-only models as a function of the amount of eBird data used, illustrating that as sample size increases, parameter estimates converge.
model appeared to be contributing much more to the joint likelihood, driving the results in the integrated model. When using a weighted joint likelihood (Eq. 10), we found that, for most species, providing greater weight to occupancy data increased predictive performance (Fig. 5a), based on both AUC and block-validated log-likelihoods. Note that for the few species where weighting presence-only data was preferred (e.g., \(w > 0.5\)), these species tended to be those for which site-occupancy models did not converge (e.g., blue grosbeak, pileated woodpecker). Parameter estimates were relatively stable with changes in \(w\) until \(w\) reached relatively small values (<0.1); at these small values, parameter estimates and associated uncertainty were pulled toward estimates from occupancy (Appendix S1: Figs. S1, S2, Table S6). In general, there was a weak negative correlation with the best \(w\) selected and the amount of eBird data used for each species (\(r_s = -0.34\) based on AUC; \(r_s = -0.14\) based on block-validated log-likelihoods).

Using the most supported weight for joint likelihoods, we found that ISDMs tended to predict species distributions similar to or better than using presence-only data, with ISDMs having higher AUC and block-validated log-likelihoods for 21 and 23 species, respectively (Fig. 5b). When contrasting ISDMs to occupancy models, there was more mixed support, where 14 species of 20 species (where algorithms converged for occupancy models) were better predicted with ISDMs based on AUC, while ISDMs tended to predict distributions better than occupancy models based on block-validated log-likelihoods for all species considered.

**DISCUSSION**

Our review and synthesis identified that there are several ways to combine data for modeling species distributions. These approaches vary in the ability to account for a variety of issues. Integrated models based on the IPP framework that formally link different types of data have several desirable properties, providing perhaps the most flexible framework for combining data (Table 1). Our illustration with 24 bird species across the southeastern United States provides a comprehensive example of these benefits.

**Multiple data sources and the value of data integration**

Data sources vary in the amount and reliability of information for modeling species distributions. We contrasted detailed planned surveys that allowed for estimating imperfect detection, but were limited in the number of samples, with presence-only data from eBird that was plentiful but suffered from biases associated with distance from urban areas. We note that checklist data can also be used from eBird, which provides potential information on species absence but does not provide a clear means for estimating imperfect detection (Pacifici et al. 2017). We found that there was much greater precision in estimated environmental relationships from eBird data, which was largely driven by the greater sample size of those data. Yet the ability of models based on presence-only data to predict to new regions (i.e., transferability; Wenger and Olden 2012) was relatively limited. Integrated models generally improved predictions, but evaluation of data weighting emphasized that the occupancy data should be weighted more than presence-only data for improving model predictions (Fig. 5).

Data integration has generally been shown to improve distribution models (Appendix S1: Table S1) in two major ways. First, precision of estimated environmental relationships generally increases. Second, predictive performance of models can also increase. Data
integration can also solve several long-standing problems with modeling distributions. For instance, the development of ISDMs was largely motivated by the need to improve presence-only data and resulting models (Dorazio 2014, Fithian et al. 2015, Bradter et al. 2018) where presence-only data do not provide information on species prevalence, limiting the potential to estimate the probability of occurrence (Guillera-Arroita et al. 2015). Data integration has been argued to improve modeling through the potential ability to better account for sample selection bias (Fithian et al. 2015) and for estimating abundance or occurrence across regions through integrated intensity functions (Hefley and Hooten 2016).

Big data, citizen science, and data weighting

Big data are increasingly used for modeling species distributions. The term “big data” is broadly used to describe large digital datasets arising from recent advancements in information technology and data acquisition (Jin et al. 2015). These big data are increasingly available for ecologists as biological observations are now being generated, captured, and processed at unprecedented scales and rates through citizen science (such as eBird), remote sensing, and other means (Hashem et al. 2015, La Sorte et al. 2018). Although big data provide a wealth of information, the use of big data presents a number of challenges such as massive volumes, high dimensionality, and sampling biases (Dickinson et al. 2010, Tye et al. 2017). Statistical advances have been developed for dealing with these issues, for example, by using species distribution models applied to spatiotemporally restricted extents and adapting to variation in sampling intensity (Fink et al. 2010). ISDMs, however, provide untapped potential for combining big data with data generated from more targeted surveys to balance the tradeoffs between different sources of bias and improve model performance and inference.

Despite the potential advantages of integrating different data sources for species distribution modeling, several challenges remain. When integrating data for species distribution modeling, disparity in the amount of data from different sources can lead to one data source contributing substantially more to the joint likelihood than another data source. The problem of data weighting for integrated population models has been emphasized in fisheries (Francis 2017, Punt 2017, see also Saunders et al. 2019), and a variety of data weighting schemes have been considered. For example, individual data points have been weighted based on measures of variability (e.g., SD, CV of data used to generate abundance indices) or sample size (e.g., number of fish caught for compositional data) for each sampling unit (Francis 2011, Punt 2017). Entire data sources, rather than individual data points, have also been weighted based on sample size and measures of variability of the data sources (Francis 2011). Some types of weighting have been shown have desirable asymptotic properties in maximum-likelihood estimation (Wang and Zidek 2005), but more work is needed on this issue for ISDMs particularly because there can be precision-bias tradeoffs in estimation when integrating data sources. Two practical issues for data weighting are (1) the weighting scheme used and (2) the values of weights.

In our example, we applied a simple proportional weighting scheme to each component likelihood. This approach provides a practical way to weight two data sources differentially, causing parameter estimates of the integrated model to shift toward estimates of the independent model that has greater weight (Appendix S1: Figs. S1, S2). However, other considerations are relevant. For example, the spatial resolution of the observational data will often vary, as will the models used to integrate such data. Likelihood functions for presence-only data are at a point level when using IPP models, whereas occupancy data occur at a coarser resolution. This difference in sampling resolution could be considered in weighting schemes. An alternative way to view the problem is to consider formally that the data sources vary in reliability and formulate likelihood functions that accommodate variation in reliability (Lele and Das 2000, Lele and Allen 2006).

To determine weight values, we used a cross-validation technique (Wang and Zidek 2005). This post hoc approach was helpful for guiding decisions for predictive accuracy. Other approaches to assigning weights could be considered based on the knowledge of the system. For instance, one may wish to downweight presence-only data, given its known limitations relative to data from planned surveys (cf. Francis 2017). Similarly, data with known sampling selection bias could be downweighted to reduce—but not eliminate—the contribution of those data to modeling efforts. In such situations, determining the magnitude of downweighting may still require either an objective technique, such as cross-validation, or could be driven by subjective criteria (such as expert opinion). Evaluating the impacts of different weighting schemes and advancing better ways to increase the efficacy of data integration are needed.

Guidance

The rapid growth of combining data for modeling species distributions (Fig. 1) and the flexibility of integrated distribution models make it tempting to apply these techniques. Here we provide some guidance regarding prudent applications of combining data.

1) When combining data, avoid simple pooling and use caution with combining independent models. Simple pooling of different data sources masks differences in sampling designs (spatial, temporal, and observational differences). Although independent models
can be useful for qualitative comparisons, quantitative integration can be inappropriate because such models often focus on subtly different quantities and vary in spatial and temporal support.

2) Use observation models that honor sampling designs of different data sources whenever possible. The use of observation models is highly relevant to many problems in ecology (Royle and Dorazio 2008), and it has been repeatedly shown that SDMs that account for imperfect detection improve inferences and model predictions (Rota et al. 2011, Lahoz-Monfort et al. 2014). Given that different sources of data will likely vary in the degree and type of observation errors (Dorazio 2014, Hefley and Hooten 2016, Ruiz-Gutierrez et al. 2016), using observation models may be particularly important when integrating disparate data sources. In a similar way, accounting for sampling bias and design can help improve integration of data sources (Fithian et al. 2015).

3) When combining data, match data temporally. Most integrated modeling approaches that have been applied have implicitly assumed a temporally constant environment (Schank et al. 2017). Here we truncated eBird data to match the sampling time frame of planned surveys. Although these models can be extended to spatio-temporal frameworks (Hefley and Hooten 2016), in practice it may be challenging to couple data collected on very different timescales, such as presence-only data from museum specimens spanning decades and planned surveys spanning a short period of time (e.g., 1 yr).

4) Consider variation in the amount and reliability of different data sources. Because data sources can vary tremendously in data amount, caution should be used when combining data. Weighting joint likelihood functions is a practical way to place greater emphasis on one data source.

5) Broad-scale programs, such as eBird, should consider incorporating planned surveys as part of their sampling strategy. This could be particularly useful for monitoring programs (e.g., biological atlas, camera trap surveys) that have semipermanent sampling locations or grids. In these cases, having a secondary sampling strategy focused on different types of data collection would open the possibilities of using ISDMs for more reliable inferences.

Finally, we note that there may be many situations where integrating data sources may not be needed. Integrating planned survey data is expected to frequently improve presence-only modeling, both in terms of identifying environmental relationships and mapping species distributions, because of the added information in regards to species prevalence and the potential to isolate sample selection bias better (Dorazio 2014). However, in situations where planned survey data are plentiful and cover the geographic extent of interest, there may be little gained in combining it with presence-only information that may be less reliable.

Conclusions

Combining data has great potential to improve understanding of species distributions and predictive models. We focused on linking distributional data only, but other types of formal data integration could occur to better predict the dynamics of species distribution (Miller et al. 2019, Van Schmidt et al. 2019). By integrating multiple sources of information into the modeling process, greater insights into environmental relationships and the mechanisms driving species distributions can occur. With the rapid rise in data availability, we expect integrated models will provide an increasingly common and powerful approach for addressing problems of species distributions and ongoing environmental change.
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